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Abstract

Complex sentences are a hurdle in the learning process of language learners. Sentence simplifica-
tion aims to convert a complex sentence into its simpler form such that it is easily comprehensible.
To build such automated simplification systems, corpora of complex sentences and their simpli-
fied versions is the first step to understand sentence complexity and enable the development of
automatic text simplification systems. No such corpus has yet been developed for Urdu and we
fill this gap by developing one such corpus to help start readability and automatic sentence sim-
plification research. We present a lexical and syntactically simplified Urdu simplification corpus
and a detailed analysis of the various simplification operations. We further analyze our corpora
using text readability measures and present a comparison of the original, lexical simplified, and
syntactically simplified corpora.

1 Introduction

Research in the last decade has been focusing on identification of complexity levels of sentences so
that complexity of such sentences can be reduced to facilitate learning for students as per their learning
grade. This is specifically true for Urdu for which this gap is increasing day by day, literary texts often
include complex words and composite sentence structure (Alison and Mushta,2004). Our focus will be
on such language; Urdu. In fact, no such prior work or resource exists for Urdu. It is the need of the
day to address this issue and come up with effective complexity reduction and readability enhancement
measures.

To enable research on automatic text simplification systems and text readability for Urdu, development
of a simplification corpus providing enough complex sentences and their corresponding simple versions
is imperative. We have developed one such corpus for the high school students and simplified (lexical and
syntactically) short stories from a renowned author. We have considered three-levels in our simplification
process: Original, lexical simplified and syntactic simplified. In Lexical Simplification (LS), complex
words are replaced with simple and easy words. Whereas, Syntactic Simplification (SS) may result in an
entirely new but simpler sentence. Such sentence aligned texts have been prepared for many languages,
for example PWKP (Zhu et al., 2010), Newsela (Xu et al., 2015), Onestop (Vajjala and Lucic, 2018) and
SimPA (Scarton et al., 2018) for English. Sentence simplification corpora for other languages include
Ancora (Taulé et al., 2008), ERNESTA (Barbu et al., 2015), CLEAR (Grabar and Cardon, 2018) etc.

Another contribution of our work is a detailed analysis of several readability metrics and their applica-
tion to Urdu using our corpus. We computed the readability measures with the popular readability metrics
FKGL, FRE, ARI and SMOG. For each of the corpora, i.e. original, lexical simplified and syntactically
simplified lexical analysis has been done and the scores show correlation with human evaluations.

2 Corpus Development and annotation scheme

The data for current study has been gathered from the Urdu digital library 1. It includes 69 short stories.
The Target audience of this data is young to old age. The complex sentence structure with typical

1http://www.udb.gov.pk/



Urdu literature vocabulary has been used which was not easy to comprehend. Online Urdu Lughat 2

(dictionary) is used to find simpler synonyms.
Complex sentences has been processed for removal of irrelevant characters and words to avoid ambi-

guities in data-set. Simplified corpora is(are) rechecked by language experts to remove any anomalies.
4 Language Experts (Urdu native speakers) has manually annotated the corpus into the simplified form
using two techniques: lexical and syntactic simplification. Simplified versions of the complex texts are
produced by annotating each sentence, first lexical simplification then syntactic simplification (or the
previous given) . There, the syntactic simplification included insertion, deletion, splitting, merging, and
reordering are used to produce simpler sentences which are the most productive simplification operations
according to the literature. The guideline has been given to the annotator is that in syntactic simplification
is involves in the removal of phrases or words such that the main context and meaning of the sentence
remains the same. It changes the order of words grammatically and inserts new words to reduce com-
plexity. Merging and splitting of sentences are also used to reduce the complexity which is frequently
used by (Zhu et al., 2010).

And, In lexical simplification, two operations are performed paraphrasing of difficult words or phrases
with simple words or phrases. This operation is applied almost in all manually developed corpus men-
tioned in the instruction section to carry out simplified corpus. The syntactic simplification was applied
at the top where, the lexical simplification had been processed. And 18.3% sentence are only syntacti-
cally simplified because these sentence had no lexical complexity. In 3 annotators labeled the data on the
lexical and syntactic operations.

Our corpus creation methodology is consistent with the recent works like (Štajner et al., 2019; Scarton
et al., 2018; Katsuta and Yamamoto, 2018; Grabar and Cardon, 2018; Brunato et al., 2016; Brunato et al.,
2015) who also have simplified using basic lexical simplification operations and (Yatskar et al., 2010) for
syntactic simplification. By Human Evaluation of the simplified sentences, annotators have ensured that
the simplified sentences had the consistent level of simplification. For evaluation, Two Urdu annotators
have annotated 10% of our corpus. The same Evaluation scheme was followed by (Sulem et al., 2018).

3 Simplification statistic

We have produced a corpus of 1220 simplified sentences by simplifying 610 sentences, both lexical and
syntactical. After in-depth analysis of language and content, we have approximately 58.8% sentences
which were lexical and syntactical simplified, 10% sentences were not very complex and only Lexical
operation was sufficient to produce the final simplified version, whereas 18.3% sentences could only be
simplified by Syntactic operations. Around 12.7% sentences were simple enough not to require simpli-
fication of any form as shown in Figure1.

Figure 2 shows that in our simplification scheme, rewording is the most significant operation through
which 77.61% of lexical simplification was accomplished. Same trend was observed by (Coster and
Kauchak, 2011) they were report 65% rewording operations for English. In case of Syntactic Simplifi-
cation, deletion was found to be the most frequent operation accounting to 84% of cases, this is also in
line with results from previous researches (Coster and Kauchak, 2011; Brunato et al., 2016; Gonzalez-
Dios et al., 2018). Insertion, split and merge and reordering follow with 9.12%, 4.24% and 2.14% usage
respectively.

4 Text Simplicity and Readability scales

Readability metrics are used to evaluate complexity of text by using mathematical formula. We chose
Flesch Reading Ease and Flesch-Kincaid Grade Level (Flesch, 1948; Kincaid et al., 1975), SMOG
McLaughlin, (Mc Laughlin, 1969) and Automated Readability Index (ARI) (Senter and Smith, 1967)
to evaluate our corpus. Which are more generalized and can evaluate complexity on the basis of some
basic parameters such as average sentence length, average word length and number of syllables in a
word. Flesh Readability Ease (FRE) metric scores range between 0 and 100. Higher value means text is
easy to read and lower value means higher the difficulty.

2http://www.urdulibrary.org/
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Figure 1: Percentages of sentences requiring different simplification procedures to get the final simpli-
fied sentences. The Figure 2: shows the percentage of each operation applied. LS indicates Lexical
simplification and SS indication Syntactic simplification

5 Results Analysis

The metrics chosen for analysis, scores for FKGL, ARI and SMOG score are directly proportional to
complexity, higher score means complex text and lower score means simpler text. However, for FRE this
relation is inverse and a higher score means simpler text.

In Table 1 and Table 2 , We have some very interesting observations. The lowest score on FKGL
is 6 for Syntactic simplification, Lexical simplification has score of 9, making it fall in the “average”
complexity class and original complex sentence has a score of 12, which also puts it in the “average”
complexity class but this is the threshold of the average complexity level for FKGL. We can claim that
FKGL scores correctly identified the complexity level of text. As Table 2 shows that in case of FRE and
ARI we see that even difference of small points is important in categorizing the level of text. SMOG
scores of 4.12, 4.19 and 3.13 for complex, Lexical simplification and Syntactic simplification do not
agree with the previous trend where and complex texts have 0.07 less score than LS, however Syntactic
simplification has the lowest score. But this makes SMOG an unreliable metric for Urdu.

Metric Range Level
0 - 30 Skilled

FRE 60 - 70 Average
90 - 100 Basic
13 - 18 Skilled

FKGL 7 - 12 Average
1 - 6 Basic
13 - 18 Skilled

ARI 7 - 12 Average
1 - 6 Basic
111 - 240 Skilled

SMOG 13 - 110 Average
1 - 12 Basic

Table 1: Score range for readability metrics

FKGL FRE ARI SMOG

Original 12 91.78 6.39 4.12
Lexical 9 91.16 6.13 4.19
Syntactic 6 98.87 4.95 3.13

Table 2: Average scores of original and simplified sentences against FKGL, FRE, ARI and SMOG.
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